AR
NMANEMIZTHMIO OE2zZAANIAZ ‘?‘

GGGGGGG
;;;;;;

Démographie spatlale/SpatlaI
Demography

Session 6: Measures of Spatial Autocorrelation

Michail Agorastakis
Department of Planning & Regional Development
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Adelec Xpnong

e To mapOV EKTIALOEVTLKO UALKO UTIOKELTOL OE AOELEC
xpnonc Creative Commons.

e [0l EKTIOLOEUTIKO UALKO, OTIWC ELKOVEC, TTOU UTTOKELTOLL

o€ aAAou tUmou adelac xpnong, n adela xpnong
avadpEPETAL PNTWC.
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Xpnuatodotnon

e To mapov eKMALOEVTLKO UALKO €XeL avartuBel ota mAaiola
Tou ekmatdevtikoU £pyou tou dldaokovta.

* To €pyo «Avoilkta Akadnpaika Madnpata oto MNavernoto

Oeocoaliac» £xeL xpnUatodoTNOEL LOVO TN avadlapopdwon
Tou ekmatdeuTikoU UALKOU.

e To £pyo uAomoleital oto mAaiclo tou Emiyelpnolokou
Mpoypappatoc «Eknaidevon kot Ata Blov MaBnon» ko
ocuyxpnuotodoteitol amno tnv Evpwnaikn Evwon (Evpwrnaiko
Kowwviko Tapelo) Kat oo €Bvikouc TOpoucC.
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Weight Matrix (1)

In order to measure spatial autocorrelation, one first
needs to define what is meant by two values being
close together, namely a distance measure must be
determined.

These distances are presented in weight matrix, which
defines the relationships between locations of
corresponding values. If data are collected at n
locations, then the weight matrix will be n x n with
zeroes on the diagonal.

Weights can be based on Contiguity [binary (0,1)]
and

on Distance-continuous variable



Weight Matrix (2)
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Source: Briggs Henan (2010), available here


https://www.google.gr/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0CB4QFjAAahUKEwiQzcWO-eLIAhXHBSwKHbx2Bk4&url=http://www.utdallas.edu/%7Ebriggs/henan/9SAconcepts.ppt&usg=AFQjCNEpGR1OZEAoujedwEyJTGk6EVl1Fw

Global Moran’s | (1)

It is based on cross-products of the deviations from the
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where z; is the deviation of an attribute for feature # from its mean (x; — X ). wy s s the spatial
weight between feature ¢ and j, n is equal to the total number of features, and Sy is the aggregate

of all the spatial weights:
n

T
So = > > w;, (2)
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The zy-score for the statistic is computed as:
I — E[I] .
] = ."— = {\J}
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where:
ElI] = -1/(n —1) (4)
V[I] = E[I*] — E[I]’ (5)

Source: http://help.arcgis.com/En/Arcgisdesktop/10.0/Help/index.html#//005p0000000t000000



http://help.arcgis.com/En/Arcgisdesktop/10.0/Help/index.html

Global Moran’s | (2)

- Values from -1to 1

- In general, a Moran's Index value near +1.0 indicates
clustering while an index value near -1.0 indicates
dispersion. However, without looking at statistical
significance you have no basis for knowing if the
observed pattern is just one of many, many possible
versions of random.
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Source
http://resources.esri.com/help/9.3/arcgisengine/java/gp toolref/spatial statistics tools/how spatial autocor
relation colon moran s i spatial statistics works.htm
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http://resources.esri.com/help/9.3/arcgisengine/java/gp_toolref/spatial_statistics_tools/how_spatial_autocorrelation_colon_moran_s_i_spatial_statistics_works.htm
http://resources.esri.com/help/9.3/arcgisengine/java/gp_toolref/spatial_statistics_tools/how_spatial_autocorrelation_colon_moran_s_i_spatial_statistics_works.htm

Local indicators of spatial association (LISA) (1)

Anselin (1995) defined LISA as:

The local statistics for each observation gives an
indication of the extent of significant spatial
clustering of similar values around that

0
T

nservation.

ne sum of local statistics for all observation is

proportional (or equal) to a corresponding
global statistics.



Local indicators of spatial association (LISA) (2)

The Local Moran's I statistic of spatial association is given as:

€Tr; — X n _
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where x4 is an attribute for feature ¢, X is the mean of the corresponding attribute, wy 5 is the spatial

weight between feature ¢ and j, and:
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with n equating to the total number of features.

The zj,-score for the statistics are computed as:

I; — E[I,] .
=1, = ~rrr ()
VI
where:
T
n—1
V[I;] = E[I?] — E[[;]? (5)
Source:
http://resources.esri.com/help/9.3/arcgisengine/java/gp toolref/spatial statistics tools/how cluster and 9

outlier analysis colon anselin local moran s i spatial statistics works.htm



http://resources.esri.com/help/9.3/arcgisengine/java/gp_toolref/spatial_statistics_tools/how_cluster_and_outlier_analysis_colon_anselin_local_moran_s_i_spatial_statistics_works.htm
http://resources.esri.com/help/9.3/arcgisengine/java/gp_toolref/spatial_statistics_tools/how_cluster_and_outlier_analysis_colon_anselin_local_moran_s_i_spatial_statistics_works.htm

Moran Scatter Plot (1)

“Moran’s | spatial autocorrelation statistic is
visualized as the slope in the scatter plot with
the spatially lagged variable on the vertical axis
and the original variable on the horizontal axis.
The variables are standardized to facilitate
interpretation and categorization of the type of
spatial autocorrelation (cluster or outlier).”

Source: Anselin (2003)

We are going to elaborate further during the lab
sessions........
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